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Tone, Quantity, and Prominence
• in speech, we frequently mark something as 

more important, standing out from the rest
• we can make some chunk of speech signal 

(corresponding to a syllable, word, phrase,…) 
more prominent by (generally) increasing
pitch, intensity, duration

• how do the T&Q interact?
• prominence-based account of prosody



The prosodic speech signalContrast works on all 
spatiotemporal levels!

!
!

segments'

pitch'

suprasegmental'prosody'



Quantity



Käyttäytymistieteellinen 
tiedekunta / Henkilön nimi / 

Esityksen nimi

Martti Vainio, Juhani Järvikivi, Daniel Aalto, and Antti Suni, 
Phonetic tone signals phonological quantity and word structure J. 
Acoust. Soc. Am. 128, 1313 (2010), DOI:10.1121/1.3467767, 
2010

Quantity and f0





Järvikivi J, Vainio M, Aalto D, Real-Time Correlates of Phonological Quantity Reveal Unity of Tonal and Non-Tonal 
Languages. PLoS ONE 5(9): e12603. doi:10.1371/journal.pone.0012603, 2010.



production çè perception

low-tone syllables are 
generally (on average) 
produced longer than high-
tone ones

if equally long, low-pitch 
tones are generally (on 
average) perceived as shorter
than high-pitch ones

perceptual compensation theory: we know that low-
tone syllables are longer, so when we hear equally long 

high and low pitch syllables, the higher pitch one 
appears longer (Gussenhoven)

production compensation theory: we hear higher pitch 
syllables (sounds) as longer than lower pitch ones of 

equal duration, and to compensate for this perceptual 
effect we produce the lower ones a bit longer (Yu)



Problem 1

perceptual compensation theory: we know that low-
tone syllables are longer, so when we hear equally long 

high and low pitch syllables, the higher pitch one 
appears longer (Gussenhoven)

production compensation theory: we hear higher pitch 
syllables (sounds) as longer than lower pitch ones of 

equal duration, and to compensate for this perceptual 
effect we produce the lower ones a bit longer (Yu)

Can we attempt to decide between these two theories?

Is the fact that the higher sounds are perceived as 
longer than lower ones (of the same duration) based 
on our perceptual, auditory apparatus?



“we hear higher pitch syllables (sounds) as 
longer than lower pitch ones of equal duration”

• this is a well established fact (but, of course, we can’t be sure if it 
isn’t down to the “perceptual compensation effect”)

• Burghardt (1972) has shown it for sinusoid tones
• Lehiste (1976), Rosen (1977) did similar thing for speech syllables

STANDARD FIRST 

Fig. I -  B- f . Points of subjective equality a s  a function of funda- 
mental frequency pattern and order of presentation. 

Point of subjective equality: Duration of a second /a/ sound at which it is 
perceived as of equal duration as a preceding 200 ms 150 Hz standard 
(from Rosen, 1977)



“we hear higher pitch syllables (sounds) as 
longer than lower pitch ones of equal duration”

• shape of the tone makes a difference, too
• comparing level, falling and rising speech sounds: rising tones 

perceived as longer than falling ones, and both longer (?) than the 
level ones

• Lehnert-LeHouillier (2007) for speakers of Latin American Spanish, 
German, Thai and Japanese 

• Yu (2010) for English speakers, 
• Cumming (2011) for speakers of Swiss German, Swiss French and 

French 
• Gussenhoven (2013) for Dutch and Mandarin speakers

• but speakers of all languages heard higher pitch syllables as 
longer!!!



Problem 2
• shape of the tone makes a difference, too
• comparing level, falling and rising speech sounds: rising tones 

perceived as longer than falling ones, and both longer (?) than the 
level ones

• Lehnert-LeHouillier (2007) for speakers of Latin American Spanish, 
German, Thai and Japanese 

• Yu (2010) for English speakers, 
• Cumming (2011) for speakers of Swiss German, Swiss French and 

French 
• Gussenhoven (2013) for Dutch and Mandarin speakers

• but speakers of all languages heard higher pitch syllables as 
longer!!!

Are there any quantita
tive diffe

rences based on native 

language in terms of th
e effect o

f so
und fundamental 

frequency on its 
perce

ived duration?



Intensity-pitch confound
• (I forgot to tell you) louder sounds are also 

perceived as longer than quieter ones of the 
same duration

• and lower pitch sounds (pure tones) are 
“objectively” quieter than higher pitched ones

Btw, this is a more general phenomenon: for example, darker 
objects look heavier than brighter but otherwise identical 
objects (Walker, Francis and Walker, 2010) 



Problem 3
• (I forgot to tell you) louder sounds are also 

perceived as longer than quieter ones of the 
same duration

• and lower pitch sounds (pure tones) are 
“objectively” quieter than higher pitched ones

Btw, this is a more general phenomenon: for example, darker 
objects look heavier than brighter but otherwise identical 
objects (Walker, Francis and Walker, 2010) 

Is t
he effect o

f fu
ndamental fre

quency of so
und on its 

perce
ived duration purely due to the fact t

hat higher 

sounds are louder (a
nd therefore perce

ived as lo
nger)?



Three questions

Is the effect of fundamental frequency of sound on its 
perceived duration purely due to the fact that higher sounds 
are louder (and therefore perceived as longer)?

Are there any quantitative differences based on native 
language in terms of the effect of sound fundamental 
frequency on its perceived duration?

Is the fact that the higher sounds are perceived as longer 
than lower ones (of the same duration) based on our 
perceptual, auditory apparatus?

Q 
1

Q 
2

Q 
3



1. Let’s play people 2 sounds and ask which one they perceive 
as longer!

But what kind of sounds?
• maybe not directly speech sounds  (WHY?)

• let’s try to make the sounds such that pitch-loudness dependence 
is minimized (WHY?)

• let them vary in all dimensions: duration, f0 and intensity, plus the 
shape of f0 contour (WHY?)

• let’s also ask other questions: e.g., which one is louder (WHY?)

Is the effect of fundamental frequency of sound on its 
perceived duration purely due to the fact that higher sounds 
are louder (and therefore perceived as longer)?

Q 
3



Minimizing pitch-loudness dependency

Let’s make sounds with no frequency 
components other than in the area where 
f0 influence matters the least!  



Minimizing pitch-loudness dependency

Let’s make sounds with no frequency 
components other than in the area where 
f0 influence matters the least (and where 
our hearing is the most sensitive)!  

1. Let’s make a sawtooth
wave with appropriate 
frequency and duration

2. Let’s band-pass filter out 
everything apart from stuff 
around 3.2 kHz (gamma-filter)

3. Let’s normalize intensity and 
then adjust it to a required 
level

Also, sort out some technical 
issues such as cutting the 
sawtooth at a right spot…



Frequency, duration, intensity

1. Let’s make a sawtooth
wave with appropriate 
frequency and duration

2. Let’s band-pass filter out 
everything apart from stuff 
around 3.2 kHz (gamma-filter)

3. Let’s normalize intensity and 
then adjust it to a required 
level

We make a pair of sounds, with randomly selected parameters:



Which one is longer?

This question was repeated around 300 times (with different pairs of sounds)

And we run this “torture” with around 15-20 subjects (depending on the 
experiment) 

Sometimes we asked a different question / used different stimuli

Which%sound%was%longer?%%
First%(press%"a”)%or%second%(press%"x”)%



Which one is longer?

phase order dd a_dur x_dur dp a_per x_per di a_int x_int isi gain1 gain2 response
2 2 20.070862 0.29107 0.36193 0.0016019 0.0085616 0.0069597 1.3095 22.1983 20.88888 0.80431 20.24753 1.526 0
2 3 0.061383 0.30236 0.24098 0.00045448 0.0059369 0.0054824 22.9678 1.8569 24.8247 0.8065 0.40022 1.5168 1
2 4 0.10608 0.3881 0.28202 20.0011734 0.0053976 0.0065711 20.67699 2.2505 2.9274 0.79024 20.1708 3.5522 1
2 5 0.10127 0.37866 0.27739 20.0006118 0.0080515 0.0086633 0.44069 22.3487 21.9081 0.79625 2.1553 22.3784 1
2 6 0.00086168 0.33821 0.33735 20.0028353 0.0063243 0.0091595 1.5117 7.8559 26.3442 0.78924 5.4285 0.2026 1
2 7 20.011383 0.35376 0.36515 0.00059849 0.0082264 0.0076279 24.0152 20.14983 4.1651 0.79986 22.9441 0.95277 0
2 8 0.14374 0.40914 0.2654 20.001108 0.0055319 0.0066399 22.4242 1.2842 23.7084 0.78106 1.3864 1.7181 1
2 9 20.013447 0.27156 0.28501 0.0011371 0.009049 0.007912 0.43174 21.435 21.0033 0.80402 1.9978 24.6574 0
2 10 0.082993 0.41653 0.33354 0.00321 0.010159 0.0069487 0.22936 20.44307 0.21371 0.81991 25.202 2.6955 0
2 11 0.12304 0.3266 0.20356 0.0011541 0.0056763 0.0045223 4.8113 6.9393 22.128 0.79381 23.0102 0.1527 0
2 12 0.0080045 0.3146 0.3066 0.0036034 0.0095578 0.0059544 24.5775 3.0284 7.606 0.78373 22.8943 3.5951 0
2 13 20.12569 0.28823 0.41392 20.0013968 0.0080104 0.0094072 0.1461 0.75456 20.60846 0.81431 1.5316 2.053 0
2 14 20.072721 0.34866 0.42138 20.0023265 0.0056235 0.00795 20.36164 20.66857 21.0302 0.79854 0.22259 4.435 1
2 15 0.00029478 0.39787 0.39757 20.001491 0.0055264 0.0070175 24.5857 0.87043 5.4561 0.81105 2.0851 22.8007 1
2 16 0.017551 0.32413 0.30658 20.000805 0.00601 0.006815 2.2052 2.8715 0.66634 0.79781 0.28547 22.3947 1
2 17 20.028413 0.19957 0.22798 20.0004417 0.0066745 0.0071162 20.096208 3.789 23.8853 0.8011 3.0855 3.4877 1
2 18 20.18084 0.23113 0.41197 0.0011186 0.0070033 0.0058847 20.73532 20.25484 20.99016 0.79678 1.5357 0.20651 0
2 19 0.046009 0.2251 0.17909 20.0013561 0.0050421 0.0063981 5.5129 6.8272 1.3143 0.79585 3.563 20.94994 1
2 20 20.0094558 0.21256 0.22202 1.21E205 0.0088832 0.0088711 22.0945 25.3648 27.4593 0.81729 20.39508 24.8469 1
2 21 20.13898 0.22061 0.35959 0.0021559 0.0084951 0.0063393 22.1753 2.4121 4.5875 0.81835 20.041927 20.17071 0
2 22 20.088367 0.21308 0.30145 20.0010867 0.0057589 0.0068456 0.77698 22.6588 21.8818 0.79203 2.9194 0.67056 1
2 23 20.0026531 0.37259 0.37524 20.002328 0.006013 0.008341 20.047388 23.8045 23.8519 0.78987 0.069616 1.6046 0
2 24 0.1381 0.42107 0.28297 20.0002428 0.0074014 0.0076442 5.3453 25.9629 20.61767 0.79998 2.3111 5.1989 1
2 25 20.17535 0.27141 0.44676 0.0005264 0.0077664 0.00724 23.8041 1.6766 5.4807 0.81239 20.90795 5.9026 0
2 26 0.044036 0.35671 0.31268 0.0022828 0.0099191 0.0076363 20.85052 1.3694 2.2199 0.81624 24.6132 21.2616 0
2 27 20.19161 0.15138 0.34299 0.0020089 0.0065826 0.0045737 21.0958 0.7586 21.8544 0.81282 22.6226 23.1488 0
2 28 20.034671 0.27209 0.30676 20.0029715 0.0045516 0.0075231 20.64642 25.278 5.9245 0.79957 20.58602 2.0385 0
2 29 20.19209 0.20696 0.39905 20.001782 0.0059155 0.0076975 23.407 0.99084 4.3978 0.80203 22.6298 25.4828 0
2 30 0.078821 0.3744 0.29558 20.0007245 0.0079657 0.0086902 20.31339 0.19392 20.50731 0.78567 20.70306 1.1216 1
2 31 20.12617 0.21424 0.34041 0.0024701 0.0076546 0.0051845 26.4171 0.8247 27.2418 0.7831 0.23817 22.0789 0
2 32 20.064943 0.21356 0.2785 0.0033443 0.0093944 0.0060501 4.6997 6.7329 22.0332 0.80628 22.0655 1.2013 0
2 33 0.0073469 0.34336 0.33601 0.0010853 0.0060451 0.0049598 20.25507 4.413 4.6681 0.79533 2.0481 3.1025 0
2 34 20.15397 0.25467 0.40864 20.001789 0.0057877 0.0075768 22.5376 0.066569 2.6041 0.80191 20.95975 20.0001426 0
2 35 20.089524 0.21376 0.30329 0.0010532 0.0059477 0.0048945 2.4466 24.6459 22.1993 0.79746 21.8188 21.4977 0
2 36 20.018866 0.2095 0.22837 20.00167 0.0087393 0.010409 20.5495 2.3438 2.8933 0.81352 21.9102 20.098592 1
2 37 0.079796 0.31723 0.23744 0.0023379 0.0081323 0.0057943 0.92641 22.1527 1.2263 0.78492 23.7532 2.8859 0
2 38 20.0042177 0.27193 0.27615 20.003955 0.0059104 0.0098654 0.52563 21.2569 0.73126 0.79975 2.7192 1.8863 1
2 39 20.019388 0.32998 0.34937 0.00081912 0.006111 0.0052919 2.4331 23.2365 20.80345 0.80103 23.2774 21.311 0
2 40 20.028367 0.22109 0.24946 25.82E206 0.0071465 0.0071523 21.484 2.6931 4.1771 0.78472 20.85702 20.8381 1
2 41 20.06576 0.2402 0.30596 0.0019957 0.00728 0.0052843 22.8109 0.54457 3.3555 0.79788 1.9565 20.29796 0
2 42 0.075964 0.28612 0.21016 0.0026184 0.0068203 0.0042018 4.189 25.6577 21.4688 0.79384 5.5255 22.6013 1
2 43 0.030522 0.28637 0.25585 20.0038875 0.0046995 0.008587 21.9365 23.5386 5.475 0.79669 22.702 1.0822 1
2 44 20.061429 0.21159 0.27302 0.00077606 0.007291 0.0065149 0.32938 22.7775 2.4481 0.79692 20.1802 0.24082 0
2 45 20.11018 0.33467 0.44485 20.0006681 0.0057788 0.0064469 3.388 23.4214 20.033435 0.79657 3.2319 0.21617 1
2 46 0.0025624 0.27447 0.2719 20.0005594 0.0072173 0.0077766 23.4864 21.244 24.7305 0.8058 0.92741 1.6739 1
2 47 20.1534 0.27186 0.42526 20.0024932 0.0056827 0.0081759 4.6591 25.3717 20.71252 0.80003 20.67146 5.6487 0
2 48 20.096349 0.26245 0.3588 20.0011027 0.0058373 0.00694 22.2409 23.7243 5.9651 0.80513 20.053963 23.9632 1

We log all the parameters and responses:



Logistic regression

resp ≈ a + bx

linear regression:

binomial (logistic) regression:

resp ≈
-(a + bx)1 + e

1



Logistic regression

binomial (logistic) regression:

resp ≈
-(a + bx)1 + e

1

a = -0.43
b = 1.35

a = -0.21
b = 8.29<



Logistic regression

our binomial (logistic) regression:

resp ≈
-(a + b1Δdur + b2Δf0 + b3Δinterval + b4Δintensity)1 + e

1

In our case:

dependent variable: response

independent variables: Δdur, Δf0, Δinterval, Δintensity

dur1 – dur2

let Δdur = 0.1 s, Δinterval = 0, Δintensity = 0
then 0.1b1 =  -b2Δf0

Δf0 = -
b2

0.1b1 difference in f0 corresponding 
to duration difference of 0.1 s



Experiment 1: Duration judgments
Table 3 Mixed effects model fitted to the responses of duration discriminationwith frequency range
difference calculated as the difference between the absolute values of the dynamic f

o

ranges.

Effect Size Error z value p (MCMC)

Intercept 0.47 0.19 2.4 0.016
Duration difference 29 2.8 10 2 ·10�16

Intensity difference 0.073 0.018 4.1 4 ·10�5

Frequency difference 0.19 0.029 6.8 1 ·10�11

Frequency range difference 0.021 0.020 1.0 0.3

all but two subjects (subject number 1 and 8) in both models. On the other hand, the
dynamicity difference is only significant (and positive) for one participant in the case of
difference in absolute range and two participants (one negative, the other positive) for the
directional difference in raw dynamic ranges.

Duration discrimination
Duration difference, intensity difference, and fo difference had a significant effect on
duration discrimination, but dynamic fo range difference did not reach significance
(Table 3). The interactions were not significant; therefore only the coefficients from the
models containing just the main effects are reported.

Comparing deviance of the experimental models to the deviance of the null model which
includes only random intercepts for the subjects, both current model reduce approximately
45% of the deviance for duration judgments, showing once again that the addition of the
modulating variables produces a better fit to the data.

Using the same technique as in the previous section shows that the duration judgments
were equally impacted by 10 ms duration increase, an intensity increase by 4.0 dB, and a
1.5 semitone fundamental frequency raise. An intensity increase by 1 dB corresponds to
fundamental frequency increase of 0.38 semitone.

These findings hold for both models with the alternative definitions of the effect of
dynamic fo range effects. However, for duration discrimination task, the directional effect
of the fo dynamicity reached significance (Table 4) while the effect of difference in the
absolute values of dynamic ranges did not (Table 3). The significantly positive sign of
the raw frequency range difference estimates in Table 4 means that the stimuli with the
rising fo (positive range value) tended to be judged as longer compared with the falling (or
less rising) stimuli. (Reporting an equivalence between the range difference and the other
difference variables, although straightforward to derive, would be very cumbersome and is
therefore left out from this description).

The standard deviations of the random slopes were 8.5 and 8.8 for duration, 0.09 and
0.08 for frequency, 0.04 and 0.04 for intensity, and 0.03 and 0.03 for frequency range
(respectively, for the two models). That is considerably smaller than the effect size for
duration, and about half the estimate for frequency and intensity differences. This measure
of inter-speaker variability was greater than estimate for the model using difference of the

Dawson et al. (2017), PeerJ, DOI 10.7717/peerj.3734 9/18

Δdur = 10 ms ≈  Δintensity = 4 dB
Δdur = 10 ms ≈  Δf0 = 1.5 st
Δintensity = 1 dB ≈ Δf0 = 0.38 st

Table 1 Mixed effects model fitted to the responses of intensity discriminationwith frequency range
difference calculated as the difference between the absolute values of the dynamic f

o

ranges.

Effect Size Error z value p (MCMC)

Intercept 0.14 0.076 1.8 0.07
Duration difference 6.5 0.71 9.2 2 ·10�16

Intensity difference 0.34 0.055 6.2 4 ·10�10

Frequency difference 0.14 0.036 3.9 1 ·10�4

Frequency range difference 0.028 0.020 1.4 0.2

Table 2 Mixed effects model fitted to the responses of intensity discriminationwith frequency range
difference calculated as the difference between the raw values of the dynamic f

o

ranges.

Effect Size Error z value p (MCMC)

Intercept 0.14 0.0768 1.8 0.07
Duration difference 6.6 0.68 9.6 2 ·10�16

Intensity difference 0.34 0.054 6.3 2 ·10�10

Frequency difference 0.14 0.036 3.9 1 ·10�4

Raw frequency range difference �0.006 0.011 �0.57 0.56

of these fixed effects between the two models with different dynamic range comparison
variables.

By comparing deviance of the experimental models to the deviance of the null model
which includes only random intercepts for the subjects, the current models both reduce
approximately 26% of the deviance for intensity judgments, showing that the addition of
the modulating variables produces a better fit to the data for both models.

Comparing the model parameters allows us to compare the relative effects of sound
manipulation between different acoustic parameters. Increasing the intensity level of the
first sound by 1 dB adds 0.34 to the linear combination of the dependent variables in the
inverse logit function fitted by the model. The same quantitative effect can be achieved by
52 ms (0.052 s) durational lengthening of the sound (6.5⇥0.052' 6.6⇥0.052' 0.34) or
2.4 semitones increase in fundamental frequency (0.14⇥2.4' 0.34).

The standard deviations of the random slopes were 1.8 and 1.6 for duration, 0.18
and 0.17 for intensity, 0.11 and 0.11 for fundamental frequency, and 0.05 and 0.02 for
frequency range (respectively, for the two models). Comparing these estimates to the effect
sizes indicate more inter-subject variability in frequency range response compared to the
other signal parameters (for this variable only, the standard deviation is actually greater
than the estimate).

This assessment is explicitly confirmed by the separate logistic models with the same
dependent and independent variables fitted for each participant individually (the estimates
and their significances are reported in full in Tables A1 and A2). The duration difference
and intensity difference variables are significant and positive for both versions of the model
and for all eleven participants. Also, the effect of fo difference is significantly positive for

Dawson et al. (2017), PeerJ, DOI 10.7717/peerj.3734 8/18

Δdur = 10 ms ≈  Δintensity = 0.2 dB
Δintensity = 1 dB ≈  Δdur = 52 ms
Δintensity = 1 dB ≈ Δf0 = 2.4 st

Is the effect of fundamental frequency of sound on its 
perceived duration purely due to the fact that higher 
sounds are louder (and therefore perceived as longer)?

Q 
3 no!

Dawson, Aalto, Šimko, Vainio (2017). The influence of fundamental frequency on perceived duration in spectrally comparable sounds, PeerJ



Finnish: a quantity language (2V, 2C)
no lexical tones

Estonian: a quantity language (3V, 3C)
no lexical tones

Mandarin: not a quantity language
lexical tones

Swedish: lexical quantity opposition (2V, 2C)
some tonal elements (2 “accents”)

Experiment 2: Multiple languages
“Which one is longer?” experiment

speakers of four languages: Estonian, Finnish, Mandarin Chinese and Swedish

as Martti told you, long 
vowels have tonal elements 
(falling pitch)

Šimko, Aalto, Lippus, Włodarczak, Vainio (2015). Pitch, perceived duration and auditory biases: Comparison among languages, 18th

International Congress of Phonetic Sciences, Glasgow, Scotland
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Experiment 2: Multiple languages
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vowels have tonal elements 
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patterns driven by economy requirements [28, 15].
A “production-based” counterpart argues for a pre-
dominance of articulatory influences: some sounds,
e.g. HH, are produced shorted due to physiolog-
ical constraints; listeners subsequently generalize
this phenomenon and overestimate the duration of
such sounds in their perceptual judgements [7]. The
assumption of auditory grounding of modulation ef-
fects is in fact dispensable for the latter account.

We aim to contribute to this discussion by inves-
tigating pitch-modulation of duration for four lan-
guages: Estonian, Finnish, Mandarin and Swedish.
The language selection is based on the way in which
pitch and duration interact in their phonological sys-
tems and phonetic realization. Mandarin is a tone
language with no quantity contrast; its speakers use
primarily f0 to mark the contrast [18]. On the
other hand, Estonian and Finnish are quantity lan-
guages that use pitch movement alongside duration
to co-signal quantity contrast [16, 24, 17, 22, 25, 8].
In contrast, Swedish has a complementary quantity
system in stressed syllables which is manifested pri-
marily by duration and, to a lesser degree, by vowel
quality; pitch is not included in standard description
of the Swedish quantity system.

Our approach differs from the studies discussed
above in two important aspects. First, rather than
looking merely for presence or absence of the
phenomena under investigation, we evaluate the
strength of influence of continuously varied f0 level,
its dynamic range as well as actual duration and in-
tensity of sound on duration judgment. The indi-
vidual effect strengths are then compared between
groups based on language background.

As we want to isolate the effects of physical prop-
erties of the sound on duration modulation, a great
attention was paid to stimulus design. We use non-
speech stimuli approximating syllables in duration,
pitch level and slope. However, the spectral proper-
ties of the stimuli differ from speech considerably:
in order to mitigate the physical correlation between
frequency and energy, the stimuli are band-passed
filtered using a narrow band around 3 kHz.

2. METHODS

A two alternative forced choice duration discrimina-
tion task with 400 pairs of stimuli was presented to
native speakers of Estonian (N=18), Finnish (N=15),
Mandarin (N=15) and Swedish (N=6). The partici-
pants had no music background (at most two years
of weekly musical activity) and no hearing prob-
lems. They heard a pair of sounds through level
calibrated headphones and chose which of the stim-

uli was longer using designated keys on a keyboard.
The participants were told to concentrate on the du-
ration and neglect any other variation in the stimuli.

Duration of stimuli was drawn from truncated
normal distribution with a mean of 300 ms, a stan-
dard deviation of 75 ms, and inclusion interval 150–
450 ms. The f0 level was randomly chosen with a
mean of 150 Hz and a standard deviation of 4 semi-
tones. Moreover, an f0 rise/fall was superimposed
with random interval of a mean of 0 and a standard
deviation of 4 semitones over stimulus duration. The
level of stimuli was drawn from distribution with the
mean 66 dB (SPL), standard deviation 1 dB and in-
clusion threshold of 2 dB were included.

The onsets of the sounds had a random differ-
ence of mean 800 ms and standard deviation 10 ms
with at most 20 ms deviation from the mean. The
sound signals were constructed based on simple
sawtooth waves, gamma filtered with center fre-
quency 3141.59 Hz [3]. Before adjusting for the de-
sired level, the intensity of the signals over the first
100 ms was made equal. Finally, the stimuli were
masked by white (broadband) noise with 10 dB SNR
with respect to the standard sound.

A mixed effects logistic regression model was fit-
ted to the data. The dependent variable was the bi-
nary response, the fixed factors were duration differ-
ence between the first and second stimulus, level dif-
ference, f0 level difference , difference in f0 move-
ment (D f0, to investigate the effect of pitch move-
ment direction) and difference in absolute value of
f0 movement (|D f0|, to investigate the effect of pitch
movement extent). In addition, the interaction terms
between all these acoustic factors and language were
included as fixed effects. Since individual variation
in duration discrimination is large, the (simple) fixed
factors were also included as random slopes for sub-
jects which were treated as random effects.

3. RESULTS

Table 1: Summary of the logistic regression.

EST FIN SWE MAN
interc. 0.20 0.18 0.25 0.56⇤⇤⇤
dur. dif. 20.7⇤⇤⇤ 25.2⇤⇤⇤ 19.0⇤⇤⇤ 16.4⇤⇤⇤
f0 dif. 0.17⇤⇤⇤ 0.12⇤⇤⇤ 0.11⇤⇤⇤ 0.07⇤⇤⇤
D f0 dif. 0.05⇤⇤⇤ 0.04⇤⇤⇤ 0.03⇤ 0.03⇤⇤⇤
|D f0| dif. -0.01 0.05⇤⇤ 0.02 0.06⇤⇤⇤
level dif. 0.15⇤⇤⇤ 0.09⇤⇤ 0.09 0.07⇤

Tab. 1 summarizes the fit expressed by the model.
It shows the regression coefficients for each inde-
pendent variable per language, as well as statistical

significance of the coefficient being different from
zero. The full mixed logistic regression model re-
duces the deviance by 32.3% compared to a null
model. Of this reduction, 85.3 % is accounted for
by the duration difference alone while the other fac-
tors, level (0.6 %), f0 level (12.4 %), D f0 (1.1 %),
|D f0| (0.6 %), account for only small amount.

The relative impact of the acoustical dimensions
on the duration judgments can be seen by comparing
the effects against the duration difference term: e.g,
for Estonians, the first sound is judged in average
9.4 ms longer, a 1 dB increase in level corresponds to
7.4 ms increase of judged duration, a 1 semitone f0
level increase lengthens it by 8.4 ms, and a 1 semi-
tone larger f0 rise (or smaller f0 fall) by 2.2 ms.

The positive intercepts for all language-based
groups show a tendency to judge the first stimulus
as longer, everything else being equal. This trend,
typical for this type of forced-choice duration com-
parison experiments [13, 21], is significant only for
the MAN group. The coefficient for MAN is signif-
icantly different from those for EST and FIN groups
(p < 0.05); other differences are not significant.

Statistically significant coefficients for duration
difference mean that all four groups of subjects re-
sponded to the task appropriately, on average judg-
ing the stimulus with greater duration as longer. The
coefficient sizes for both EST and FIN groups were
significantly greater than for MAN (p < 0.01), i.e.,
everything else being equal, the Finns and Estoni-
ans made more precise durational judgements than
Mandarin speakers.

The judgement of all speaker groups was signif-
icantly influenced by pitch level of the stimulus ( f0
difference coefficient). As the coefficient sizes in-
dicate, the influence was greatest for Estonians, fol-
lowed by Finnish, Swedish and Mandarin speakers.
The following differences in effect size are statisti-
cally significant: EST>MAN (p < 0.001), EST>FIN
and FIN>MAN (p < 0.01), EST>SWE (p < 0.05).

The D f0 difference coefficient captures listeners’
sensitivity to direction of the pitch movement. Its
being significantly positive for all groups means that
the steeper the f0 rise (including negative slopes) the
longer the stimulus is judged by our subjects. Con-
sequently, speakers judged rising stimuli as longer
than the falling ones. The effect size differences be-
tween groups are not significant.

The absolute slope values (i.e., absolute dynam-
icity of stimulus, |D f0| difference) significantly in-
fluenced Finnish and Mandarin speakers, but not the
other two groups. The effect size was significantly
smaller for EST than for MAN and FIN (p < 0.01).

The combined effect of D f0 and |D f0| difference

terms can be summarized as follows. For Estoni-
ans and Swedes, with negligible absolute dynamic-
ity effect, the more positive (less negative) the slope,
the greater durational judgment; in particular, the
falls were judged shorter the steeper their negative
slope. For the Finnish and Mandarin speakers, the
absolute dynamicity effect magnifies the lengthen-
ing judgements for rising stimuli, but counteracts
or even overturns the judged lengthening for falling
tones. In effect, the falling tone would be judged
equally long (FIN values) or even longer (MAN) than
a level tone of the same physical duration.

Finally, positive values associated with the level
difference mean that all groups were influenced by
sound intensity in the expected direction (for SWE
this effect was not statistically significant). The dif-
ferences in effect sizes were not significant except
EST–MAN pair (p < 0.05).

4. DISCUSSION AND CONCLUSIONS

Primarily, these results show that pitch level and in-
tensity influences judgment of interval duration for
speakers of several languages from different lan-
guages families in an expected way: the higher
pitched and louder stimuli were judged as longer.

Although the spectral characteristics of our stim-
uli are considerably different from speech sounds, as
mentioned above, they share several important fea-
tures with phones of spoken language. Therefore,
it is likely that the judgements reported in this paper
provide relevant insights into how pitch level and du-
ration interact in speech processing by humans.
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Figure 1: Distribution of languages based on es-
timates of duration and pitch sensitivity.

In fact, our results provide an intriguing support
for such a claim. Fig. 1 shows the languages dis-
tributed based on duration and pitch level regres-
sion coefficients listed in Tab. 1. The closely re-
lated Finnic languages are in the top right corner
(as the difference in pitch sensitivity was not sig-
nificant for this pair, y-axis is plotted in log-scale).
The greater precision in durational judgements may



Experiment 2: Multiple languages

patterns driven by economy requirements [28, 15].
A “production-based” counterpart argues for a pre-
dominance of articulatory influences: some sounds,
e.g. HH, are produced shorted due to physiolog-
ical constraints; listeners subsequently generalize
this phenomenon and overestimate the duration of
such sounds in their perceptual judgements [7]. The
assumption of auditory grounding of modulation ef-
fects is in fact dispensable for the latter account.

We aim to contribute to this discussion by inves-
tigating pitch-modulation of duration for four lan-
guages: Estonian, Finnish, Mandarin and Swedish.
The language selection is based on the way in which
pitch and duration interact in their phonological sys-
tems and phonetic realization. Mandarin is a tone
language with no quantity contrast; its speakers use
primarily f0 to mark the contrast [18]. On the
other hand, Estonian and Finnish are quantity lan-
guages that use pitch movement alongside duration
to co-signal quantity contrast [16, 24, 17, 22, 25, 8].
In contrast, Swedish has a complementary quantity
system in stressed syllables which is manifested pri-
marily by duration and, to a lesser degree, by vowel
quality; pitch is not included in standard description
of the Swedish quantity system.

Our approach differs from the studies discussed
above in two important aspects. First, rather than
looking merely for presence or absence of the
phenomena under investigation, we evaluate the
strength of influence of continuously varied f0 level,
its dynamic range as well as actual duration and in-
tensity of sound on duration judgment. The indi-
vidual effect strengths are then compared between
groups based on language background.

As we want to isolate the effects of physical prop-
erties of the sound on duration modulation, a great
attention was paid to stimulus design. We use non-
speech stimuli approximating syllables in duration,
pitch level and slope. However, the spectral proper-
ties of the stimuli differ from speech considerably:
in order to mitigate the physical correlation between
frequency and energy, the stimuli are band-passed
filtered using a narrow band around 3 kHz.

2. METHODS

A two alternative forced choice duration discrimina-
tion task with 400 pairs of stimuli was presented to
native speakers of Estonian (N=18), Finnish (N=15),
Mandarin (N=15) and Swedish (N=6). The partici-
pants had no music background (at most two years
of weekly musical activity) and no hearing prob-
lems. They heard a pair of sounds through level
calibrated headphones and chose which of the stim-

uli was longer using designated keys on a keyboard.
The participants were told to concentrate on the du-
ration and neglect any other variation in the stimuli.

Duration of stimuli was drawn from truncated
normal distribution with a mean of 300 ms, a stan-
dard deviation of 75 ms, and inclusion interval 150–
450 ms. The f0 level was randomly chosen with a
mean of 150 Hz and a standard deviation of 4 semi-
tones. Moreover, an f0 rise/fall was superimposed
with random interval of a mean of 0 and a standard
deviation of 4 semitones over stimulus duration. The
level of stimuli was drawn from distribution with the
mean 66 dB (SPL), standard deviation 1 dB and in-
clusion threshold of 2 dB were included.

The onsets of the sounds had a random differ-
ence of mean 800 ms and standard deviation 10 ms
with at most 20 ms deviation from the mean. The
sound signals were constructed based on simple
sawtooth waves, gamma filtered with center fre-
quency 3141.59 Hz [3]. Before adjusting for the de-
sired level, the intensity of the signals over the first
100 ms was made equal. Finally, the stimuli were
masked by white (broadband) noise with 10 dB SNR
with respect to the standard sound.

A mixed effects logistic regression model was fit-
ted to the data. The dependent variable was the bi-
nary response, the fixed factors were duration differ-
ence between the first and second stimulus, level dif-
ference, f0 level difference , difference in f0 move-
ment (D f0, to investigate the effect of pitch move-
ment direction) and difference in absolute value of
f0 movement (|D f0|, to investigate the effect of pitch
movement extent). In addition, the interaction terms
between all these acoustic factors and language were
included as fixed effects. Since individual variation
in duration discrimination is large, the (simple) fixed
factors were also included as random slopes for sub-
jects which were treated as random effects.

3. RESULTS

Table 1: Summary of the logistic regression.

EST FIN SWE MAN
interc. 0.20 0.18 0.25 0.56⇤⇤⇤
dur. dif. 20.7⇤⇤⇤ 25.2⇤⇤⇤ 19.0⇤⇤⇤ 16.4⇤⇤⇤
f0 dif. 0.17⇤⇤⇤ 0.12⇤⇤⇤ 0.11⇤⇤⇤ 0.07⇤⇤⇤
D f0 dif. 0.05⇤⇤⇤ 0.04⇤⇤⇤ 0.03⇤ 0.03⇤⇤⇤
|D f0| dif. -0.01 0.05⇤⇤ 0.02 0.06⇤⇤⇤
level dif. 0.15⇤⇤⇤ 0.09⇤⇤ 0.09 0.07⇤

Tab. 1 summarizes the fit expressed by the model.
It shows the regression coefficients for each inde-
pendent variable per language, as well as statistical

significance of the coefficient being different from
zero. The full mixed logistic regression model re-
duces the deviance by 32.3% compared to a null
model. Of this reduction, 85.3 % is accounted for
by the duration difference alone while the other fac-
tors, level (0.6 %), f0 level (12.4 %), D f0 (1.1 %),
|D f0| (0.6 %), account for only small amount.

The relative impact of the acoustical dimensions
on the duration judgments can be seen by comparing
the effects against the duration difference term: e.g,
for Estonians, the first sound is judged in average
9.4 ms longer, a 1 dB increase in level corresponds to
7.4 ms increase of judged duration, a 1 semitone f0
level increase lengthens it by 8.4 ms, and a 1 semi-
tone larger f0 rise (or smaller f0 fall) by 2.2 ms.

The positive intercepts for all language-based
groups show a tendency to judge the first stimulus
as longer, everything else being equal. This trend,
typical for this type of forced-choice duration com-
parison experiments [13, 21], is significant only for
the MAN group. The coefficient for MAN is signif-
icantly different from those for EST and FIN groups
(p < 0.05); other differences are not significant.

Statistically significant coefficients for duration
difference mean that all four groups of subjects re-
sponded to the task appropriately, on average judg-
ing the stimulus with greater duration as longer. The
coefficient sizes for both EST and FIN groups were
significantly greater than for MAN (p < 0.01), i.e.,
everything else being equal, the Finns and Estoni-
ans made more precise durational judgements than
Mandarin speakers.

The judgement of all speaker groups was signif-
icantly influenced by pitch level of the stimulus ( f0
difference coefficient). As the coefficient sizes in-
dicate, the influence was greatest for Estonians, fol-
lowed by Finnish, Swedish and Mandarin speakers.
The following differences in effect size are statisti-
cally significant: EST>MAN (p < 0.001), EST>FIN
and FIN>MAN (p < 0.01), EST>SWE (p < 0.05).

The D f0 difference coefficient captures listeners’
sensitivity to direction of the pitch movement. Its
being significantly positive for all groups means that
the steeper the f0 rise (including negative slopes) the
longer the stimulus is judged by our subjects. Con-
sequently, speakers judged rising stimuli as longer
than the falling ones. The effect size differences be-
tween groups are not significant.

The absolute slope values (i.e., absolute dynam-
icity of stimulus, |D f0| difference) significantly in-
fluenced Finnish and Mandarin speakers, but not the
other two groups. The effect size was significantly
smaller for EST than for MAN and FIN (p < 0.01).

The combined effect of D f0 and |D f0| difference

terms can be summarized as follows. For Estoni-
ans and Swedes, with negligible absolute dynamic-
ity effect, the more positive (less negative) the slope,
the greater durational judgment; in particular, the
falls were judged shorter the steeper their negative
slope. For the Finnish and Mandarin speakers, the
absolute dynamicity effect magnifies the lengthen-
ing judgements for rising stimuli, but counteracts
or even overturns the judged lengthening for falling
tones. In effect, the falling tone would be judged
equally long (FIN values) or even longer (MAN) than
a level tone of the same physical duration.

Finally, positive values associated with the level
difference mean that all groups were influenced by
sound intensity in the expected direction (for SWE
this effect was not statistically significant). The dif-
ferences in effect sizes were not significant except
EST–MAN pair (p < 0.05).

4. DISCUSSION AND CONCLUSIONS

Primarily, these results show that pitch level and in-
tensity influences judgment of interval duration for
speakers of several languages from different lan-
guages families in an expected way: the higher
pitched and louder stimuli were judged as longer.

Although the spectral characteristics of our stim-
uli are considerably different from speech sounds, as
mentioned above, they share several important fea-
tures with phones of spoken language. Therefore,
it is likely that the judgements reported in this paper
provide relevant insights into how pitch level and du-
ration interact in speech processing by humans.
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Figure 1: Distribution of languages based on es-
timates of duration and pitch sensitivity.

In fact, our results provide an intriguing support
for such a claim. Fig. 1 shows the languages dis-
tributed based on duration and pitch level regres-
sion coefficients listed in Tab. 1. The closely re-
lated Finnic languages are in the top right corner
(as the difference in pitch sensitivity was not sig-
nificant for this pair, y-axis is plotted in log-scale).
The greater precision in durational judgements may

Are there any quantitative differences based on native 
language in terms of the effect of sound fundamental 
frequency on its perceived duration?

Q 
2 yes!



Experiment 3: Brain study

Speakers of two languages: 15 Finns and 15 Germans

listening to frog sounds for about 70 minutes each

they brain stem response was recorded by EEG

Dawson, Aalto, Šimko, Putkinen, Tervaniemi, Vainio (2016). Quantity language speakers show enhanced subcortical processing, Biol Psych

C. Dawson et al. / Biological Psychology 118 (2016) 169–175 173

Fig. 2. Grand averages across stimuli, by language group, with wave peak labels. Blue (light) line represents Finnish speakers’ waveform; green (dark) line represents German
speakers’ waveform. The vertical line at around 8 ms  shows the peak amplitude. (For interpretation of the references to colour in this figure legend, the reader is referred to
the  web version of this article.)

Fig. 3. Logarithm of wave V amplitude (in microvolts) showing higher means across
stimuli for Finnish group (blue/light) compared to German group (green/dark). (For
interpretation of the references to colour in this figure legend, the reader is referred
to the web version of this article.)

between stimulus and language for latency (t = −3.79, df = 1780,
p = 0.0022). For amplitude, there was an interaction between
stimulus and language for the weak stimulus (t = −3.8, df = 1772,
p = 0.0021) and for peak order (t = −6.42, df = 1772, p = 2.52 × 10−9).

Waves I–III, while visible in the grand-averaged waveform,
are extremely low-amplitude and cannot be detected for individ-
ual subjects and stimuli with the current number of epochs due
to a low signal-to-noise ratio. Additionally, the vertical electrode
montage (as opposed to a horizontal montage) was  chosen specif-
ically because it has been shown to increase visibility of wave V
and diminish the amplitudes of the earlier waves. In clinical set-
tings focusing on diagnostic criteria using latencies of the earlier
waves and equal representation of waves, a horizontal or ipsilateral
electrode montage is recommended, which enhances visibility of
these earlier waves but consequentially reduces wave V (Katbamna,
Metz, Bennett, & Dokler, 1996; King & Sininger, 1992; Stuart, Yang,
& Botea, 1996). Wave IV is often subsumed by the much more
prominent wave V and is rarely studied independently. The record-
ing techniques used in this experiment did not give data that clearly
show these earlier waves that could be used in meaningful analysis;
therefore, waves I–IV are not analyzed here.

4. Discussion

The aim of this study was  to determine whether the enhanced
duration processing of Finnish speakers could be observed at the
brainstem level, which is shown by a greater amplitude in the
cABR compared to German speakers’ responses. Indeed, this was
the case: Finnish speakers showed a significantly larger amplitude
cABR to all 7 stimuli in both wave V and across the signal, which
reflects the enhanced response synchrony of subcortical neural
populations.

The design of the current study with a range of stimuli allows
analysis of the effects of different stimulus properties (frequency,
intensity, spectral band, and static/dynamic), as well as the effects
of language background, on wave V response latency and ampli-
tude. Stimuli with a lower intensity level or carrier frequency centre
delayed the response, which is similar to the results found for click
responses and tone bursts (Eggermont & Don, 1980; Neely et al.,
1988).

Evidence from click-response literature also suggests that the
greater amplitude for Finnish speakers in the wave V response
and across the signal could reflect a higher degree of precision in
alignment of the onset response latencies due to populations of
neurons firing in better synchrony. The additive effect of aligned
peaks represents better encoding of timing in the inferior collicu-
lus (Elberling, Callo, & Don, 2010). An alternative explanation comes
from voice onset time (VOT) literature, which suggests that the
difference in processing between Finnish and German speakers
could be due to differences in segmental distribution of voiced and
unvoiced stops and the more variable voice onset time in German
language (Suomi, 1980; Braunschweiler, 1997). This provides an
interesting hypothesis that could be tested by comparing a Finnish
speaking group to a language group with similar voice onset time
but without quantity, such as Russian. However, this distinction is
outside the focus of the current research, which focuses on address-
ing the hypothesis from Tervaniemi et al. (2006), whether the
cortical and behavioural differences they observed between Finnish
and German language groups could originate in the brainstem.

The number of epochs collected influences average peak ampli-
tude: averaging more epochs attenuates noise and makes it less
likely that the peaks are caused by noise rather than signal. Because
there were fewer epochs collected in the Finnish compared to the
German participants, it was necessary to create a model of the effect
of epoch on noise level in order to rule out a differing signal-to-noise
ratio as a cause of the difference in amplitude between language
groups. The epoch model was  created by running the same peak-
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between stimulus and language for latency (t = −3.79, df = 1780,
p = 0.0022). For amplitude, there was an interaction between
stimulus and language for the weak stimulus (t = −3.8, df = 1772,
p = 0.0021) and for peak order (t = −6.42, df = 1772, p = 2.52 × 10−9).

Waves I–III, while visible in the grand-averaged waveform,
are extremely low-amplitude and cannot be detected for individ-
ual subjects and stimuli with the current number of epochs due
to a low signal-to-noise ratio. Additionally, the vertical electrode
montage (as opposed to a horizontal montage) was  chosen specif-
ically because it has been shown to increase visibility of wave V
and diminish the amplitudes of the earlier waves. In clinical set-
tings focusing on diagnostic criteria using latencies of the earlier
waves and equal representation of waves, a horizontal or ipsilateral
electrode montage is recommended, which enhances visibility of
these earlier waves but consequentially reduces wave V (Katbamna,
Metz, Bennett, & Dokler, 1996; King & Sininger, 1992; Stuart, Yang,
& Botea, 1996). Wave IV is often subsumed by the much more
prominent wave V and is rarely studied independently. The record-
ing techniques used in this experiment did not give data that clearly
show these earlier waves that could be used in meaningful analysis;
therefore, waves I–IV are not analyzed here.

4. Discussion

The aim of this study was  to determine whether the enhanced
duration processing of Finnish speakers could be observed at the
brainstem level, which is shown by a greater amplitude in the
cABR compared to German speakers’ responses. Indeed, this was
the case: Finnish speakers showed a significantly larger amplitude
cABR to all 7 stimuli in both wave V and across the signal, which
reflects the enhanced response synchrony of subcortical neural
populations.

The design of the current study with a range of stimuli allows
analysis of the effects of different stimulus properties (frequency,
intensity, spectral band, and static/dynamic), as well as the effects
of language background, on wave V response latency and ampli-
tude. Stimuli with a lower intensity level or carrier frequency centre
delayed the response, which is similar to the results found for click
responses and tone bursts (Eggermont & Don, 1980; Neely et al.,
1988).

Evidence from click-response literature also suggests that the
greater amplitude for Finnish speakers in the wave V response
and across the signal could reflect a higher degree of precision in
alignment of the onset response latencies due to populations of
neurons firing in better synchrony. The additive effect of aligned
peaks represents better encoding of timing in the inferior collicu-
lus (Elberling, Callo, & Don, 2010). An alternative explanation comes
from voice onset time (VOT) literature, which suggests that the
difference in processing between Finnish and German speakers
could be due to differences in segmental distribution of voiced and
unvoiced stops and the more variable voice onset time in German
language (Suomi, 1980; Braunschweiler, 1997). This provides an
interesting hypothesis that could be tested by comparing a Finnish
speaking group to a language group with similar voice onset time
but without quantity, such as Russian. However, this distinction is
outside the focus of the current research, which focuses on address-
ing the hypothesis from Tervaniemi et al. (2006), whether the
cortical and behavioural differences they observed between Finnish
and German language groups could originate in the brainstem.

The number of epochs collected influences average peak ampli-
tude: averaging more epochs attenuates noise and makes it less
likely that the peaks are caused by noise rather than signal. Because
there were fewer epochs collected in the Finnish compared to the
German participants, it was necessary to create a model of the effect
of epoch on noise level in order to rule out a differing signal-to-noise
ratio as a cause of the difference in amplitude between language
groups. The epoch model was  created by running the same peak-

main effect of language on wave V response: a higher degree of precision in 

alignment of the onset response latencies due to populations of neurons firing in 

better synchrony for the Finns
Finns have “better”, more precise  encoding of 

timing in the inferior colliculus

neurally-based differences in frog sound 

perception determined by mother-tongue



• the effect works for non-speech sounds

• even for non-speech sounds, it is language sensitive, reflecting non-trivial 
statistical properties of language, the needs of listeners to more or less precisely 
judge particular characteristics

• it seems to be neurally encoded, in very early stages of auditory processing (brain 
plasticity)

• in fact, the two hypotheses, the perceptual compensation and the production 
compensation don’t seem to be so mutually exclusive anymore

• perhaps, properties of auditory apparatus and articulatory characteristics 
continuously reinforce each other during speech evolution

• in other words, evolution of speech (language?) seems to be in an important way 
determined by the properties of both auditory and articulatory apparatuses

Is the fact that the higher sounds are perceived as longer 
than lower ones (of the same duration) based on our 
perceptual, auditory apparatus?

Q 
1

it seems so



More experiments and results

• Musical Finns

• Which (frog) sound stands out (3 sounds)

• Beyond frog sounds

• and some more

Dawson, Aalto, Šimko, Vainio, Tervaniemi (2017). Musical Sophistication and the Effect of Complexity on 
Auditory Discrimination in Finnish Speakers, Front. Neurosci

Tiia Ojala’s Master thesis

presently ongoing experiments “Experimental Phonetics” course

Aalto, Šimko, Vainio (2013). Pitch affects the duration judgments of non-speech sounds more for quantity-
language speakers, Front. Interspeech 2013



Back to prominence
• our auditory apparatus gets “confused” by different 

sound characteristics (duration, pitch, intensity)
• to some extent we can use them in a complementary 

fashion, replace one with another when the other is 
used for other purpose (Swedish accent)

• we can perhaps also use these trade-offs to make 
chunks not stand out (falling pitch in long Finnish, 
Estonian vowels)

• in any case, understanding – and quantifying! – these 
trade-offs will help us to understand prominence and 
prosody. And quantify it: speech synthesis



Hierarchical scale—space analysis using the 
Continuous Wavelet Transform
Contrast works on all 
spatiotemporal levels!

!
!

segments'

pitch'

suprasegmental'prosody'



• Prosodic signals, like f0, are complex, containing information on syllable, 
word, phrase and utterance levels, with diverse functions.

• The information is encoded in parallel in one dimensional signal; 

– Automatic non-trivial prosodic analysis is difficult

– Expert analysis requires a lot of subjectivity and effort

– No generally agreed framework for analysis

Introduction

H*?
downstep? peak 120Hz?

nothing specia l?
focus? prom inent?

nuclear stress?

boundary tone?

neutra l tone?



Introduction

• Thus, what is sought after, is a representation for prosody, where the 
contribution of different phonological layers is distinguishable: Continuous 
wavelet analysis

•

Short time fourier transform 

Continuous wavelet analysis



• Two dimensional time-scale representation of a one dimensional signal, 
similar to Short Time Fourier Transform

• Frequency-adaptive resolution - better time resolution in high frequencies 
and better frequency resolution in low frequencies

Continuous Wavelet Transform (CWT)

Decomposition: original signal is the sum of the components



Continuous Wavelet Transform (CWT)
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• Scales stacked and colored (peaks red, valleys blue): scalogram

Continuous wavelet analysis - example



Prosodic hierarchy: The case of lexical tone



Prominence detection: lexical stress

Estonian: word initial

French: word final

Eriksson, A., Suni, A., Vainio, M., & Šimko, J. (2018). The acoustic basis of lexical stress 
perception. In Proc. 9th International Conference on Speech Prosody 2018 (pp. 70-74).



Prominence detection

1. Perform wavelet analysis on interpolated f0

2. Select the scale with the closest match of number 
of peaks and number of words in the utterance

3. Prominence = the maximum peak of the word



Different signals
• other speech signals cab be processed by CWT: 

• (interpolated) f0
• (interpolated) energy (perhaps obtained via CWT)
• duration signal (interpolated durations)
• speaking rate (obtained via CWT)

• or even a combination thereof…



Combining prominence and boundary detection

prominenceboundary

• Suni, Šimko, Aalto & Vainio (2016). Hierarchical representation and estimation 
of prosody using continuous wavelet transform. Computer Speech & Language

• Suni, Šimko & Vainio (2016). Boundary detection using Continuous Wavelet 
Analysis. Proc.Speech Prosody, Boston



Combining prominence and boundary detection

prominenceboundary

• Suni, Šimko, Aalto & Vainio (2016). Hierarchical representation and estimation 
of prosody using continuous wavelet transform. Computer Speech & Language

• Suni, Šimko & Vainio (2016). Boundary detection using Continuous Wavelet 
Analysis. Proc.Speech Prosody, Boston

Table 1: Accuracy, F -value, precision and recall as evaluated
for all boundary detection methods described here. Baselines:
majority class and state-of-the-art supervised and unsupervised
methods.

Method (features) Acc. % F Prec. Rec.

Phase (f0+g) 77.1 0.56 0.61 0.51
Phase (f0+g+word) 83.5 0.69 0.73 0.64
Phase (f0+g+rate) 78.6 0.58 0.65 0.52
Depth (f0+g) 81.3 0.57 0.80 0.45
Depth (f0+g+word) 85.7 0.72 0.80 0.65
Depth (f0+g+rate) 82.1 0.58 0.84 0.44
Baselines (features)

Majority 72.0
Sup’d (f0+g+word) [3] 84.6 ⇤

Unsup’d (f0+g+syll) [4] 81.1 0.64 0.69 0.66

⇤False positives rate of 9.11 % reported instead of F -value, pre-
cision and recall.

tection accuracy at the same level as explicit duration of indi-
vidual words, it nevertheless provides some improvement over
the methods using only f0 and gain. It shows that although
the rate extraction uses wavelet analysis, the technique subse-
quently used again for identification of lines of minimal ampli-
tudes and boundary strength, the rate estimation as conceptual-
ized here provides additional information to the system.

Examining the discrepancies between the manual annota-
tions and the predictions based on wavelet analysis, two ten-
dencies emerge. First, the boundaries with high tones are often
not identified by the detection system, as the pitch movement
goes against our simplified assumption that acoustic features
are inhibited at phrase boundaries.

Second, there are many cases where the boundary is found,
but not in the exact location identified by annotators. The acous-
tic boundaries tend to be fuzzy; instead of an exact boundary
point, there appears to be a boundary region, sometimes span-
ning multiple syllables. In these cases, the continuous word du-
ration feature works as an effective remedy as it encodes speak-
ing rate changes in a way that highlights the (English) tendency
of placing boundaries between long content words and short
function words [19]. It is also possible that this tendency influ-
enced the annotators in the corpus in ambiguous cases.

4. Discussion

The results here show that prosodic structure can – and proba-
bly should – be studied and represented in a unified framework
comprising multiple relevant signal variables and multiple lev-
els of speech hierarchy. In particular, they indicate that phrasal
boundary detection (by automatic systems and, likely, also by
the human listeners) is assisted by phenomena linked to hierar-
chical nature of speech as revealed by CWT analysis2.

It is plausible that the boundary detection system based on
the techniques described here could benefit from incorporating
additional acoustic dimensions such as voice quality features;
laryngealization, for example, is known to be associated with
sentence and phrasal boundaries [20].

2Although not explicitly analyzed in this work, we found that the
detection systems using the same features without CWT perform with
approximately 4 % less accuracy.

The unsupervised wavelet-based rate estimation method,
although not performing as well as the word duration signal,
shows enough potential to warrant further analysis and develop-
ment. For example, an adapted CWT technique could be used
to extract multiple rate signals reflecting rate information at sev-
eral levels of speech hierarchy simultaneously.

The boundary detection system can also profit from another
acoustics-based speaking rate estimation methods [15, 16] or
from using different signal representations instead of the low-
pass filtered envelope used here.

Overall, our results indicate that utilizing purely acoustic
features in an unsupervised way is a viable option for bound-
ary detection. At the same time, they suggest that some degree
of top down information (such as word duration) is probably
necessary to reach detection precision achieved by supervised
systems.
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• Speech (and language) is structured hierarchically
• Utterances consist of (temporally) nested phrases > (phonological) 

words >  syllables > speech sounds > acoustic events
• CWT allows for a time-frequency localisation of these structural 

components in a speech signal and can reveal how they are nested

Morlet mother wavelet

• complex wavelet 

• complex exponential (eiωt)  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f0 and speaking rate(s)

f0

syllable rate

word (foot) rate



Speaking rate

• band-pass energy signal, Morlet wavelet

• amplitude scalogram (abs), normalize per frame

• follow ridge in time by viterbi



A “complete” (upside-down) scalogram
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M a r t t i ’ s g a p

• quite heavily engineered: calculated instantaneous frequencies at each 
scales and then plotted in frequency domain (aka Hilbert spectrum)

• huge range of frequencies (compared to Fourier Transform)
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